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Abstract

This paper work is concerned with the development of a
speech driven application using muaomatic segmentation
and recagnition svsiem for continious speech. This zvs-
tem will read voice inpud from the microphone port af
the sound card and then by processing the vaice inpui
the system ftself will commumicate with the calling ap-
plication and make it execute. In this approach firstly a
front-end processing is performed by the system for
quiomatic segmentation of comtinuous speech into
volced segments, These sepmenis are further used for
recognition. The Mel Freguency Cepstrumr Coeffi-
cents(MFCCs) are extracied by the sysiem for recogni-
tion. The Euclidean disiance measurement technigue ix
employed to calculate the distance of the feature vectors
of an unknown segment with the siored ones. 4 simple
drawing application is developed 1o interface it with
Bangla veice commands The system is tested with
speakers of differemt age and sex and a satisjeciory
acctraey of gpproximately 75% with a muaxirum of
W% has been achieved

Keywords: Critical band filter, Fourier Transform
(FFT), Hamming Window, Mel frequency cepstrum co-
efficient (MFCC), Pre-emphasis.

. INTRODUCTION

Spoken language 15 the most efficient media of commu-
nication, awtomatic speech drven application is probe-
bly the most important step twwards natural human-
machine interaction. Technology has developed m-
mensely in the field of ubiquitous computing. It appears
that most computer users can create and edit documents
and interact with their compuoter more quickly with
conventional imput devices, a kevboard and mouse,
despite the fact that most people are able to speak
considerably faster than they can tvpe. Even people who
are physically disabled can interact via speech. A num-
ber of significant research efforts in the field of auto-
matic speech understanding and recognition resulted in
some remarkable achievements during the fast few dec-
ades. Besides English language, there are a lot of re-
search experiments and achieved results in various lan-
goages throughout the world. But satisfactory advance-
ment in speech research in Bangla Language is not
achieved yet. In fact, we are only in the initial level in
this field.

Obstacles to robust recognition include acoustical de
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gradations produced by additive noise, the effects of
linear filtering, nonlinearities in transduction or trans-
mission, as well as impulsive imterfering sources, and
diminished accuracy caused by changes in articulation
produced by the presence of high-intensity noise
sources. Speaker-to-speaker and machine-to-machine
differences impose a different type of varability, pro-
ducing variations in speech rate. co-articulation, con-
text, and dialect. As speech recognition and spoken lan-
guage technologies are being ransferred to real applica-
tions, the need for greater robusmess in recognition
technology is becoming increasingly apparent.

This research is an important step to give full stops to
conventional nput devices o give commands to the
applications. In this speech driven application, recogni-
tion of bangle voice commands i< done using the speech
recognition tools. As il is very preliminary stage of the
research, & system is developed thar assists monosyllab-
ic commands,

Il. KEY CONCEPTS
Speech is inpwt via microphone and its analog wave-
form is digitized. The recognition system extracts ne-
cessary features from the waveform needed to identify
the correct decision [2]. The recognition system typical-
ly consists of two phases:
o Processing

»  Recognition

In the processing phase, dats are fed to the system; the
system forms a reference pattern or template for each
command. In the recognition phase, the system com-
putes the features of pattern for unknown command and
identifies it as the command whose reference pattern
matches these features most closely.

The design of this system generally centers around three
problems:

e  Segmentation

=  Feature extraction

*» Command matching

A. Segmentation of Continuous Speech
Segmentation refers to the separation of different re-
gions of continuous speech for further processing.
Usually segmentation is done by detecting the proper
end points of the specch events and then separated into
different pieces containing the audio signals on the ba-
si5 of the detected endpoints.
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A.1 Events in Continuous Speech

Mainly there are three phases of continuous speech sig-

nal

1. Silent zone (S), where no speech is produced.

2. Unvoiced zome (L), in which the vocal cord is vi-
brating so the resulting speech waveform is a peri-
odic or random in neture.

3. Vaoiced zone (¥), where the vocal cords are tensed
and therefore vibrate periodically.

B. Feature Extraction

The first step towards any recognition system is (o ex-
tract features suitable for recognition. There are several
altemative candidaies those can be used as feature for
speech. Feature extraction and Feature selection are the
two commonly used preprocessing techniques, Feature
extraction means new features ae generated from the
raw data by applying one or more transformations [9].
A schematic overview of feamure extraction is shown in
fig 2.1.

( Raw Data )——r Extraction -——bGaalura '-.Fama

Frg 2.1 Gepersting o featurs vector from an input date set [9]

The selection of feature is ope of the most important
factors in designing a speech recognition system. From
the study of different previous research works it was
observed that among the different features the MFCC
results in best recognition rate [10].

B.1 Pre emphasis

Pre emphasis is used compensates for the negative spec-
tral slope of the voiced portions of the speech signal. A
typical signal pre emphasis is given by
¥in)=s{n)-C xs{n-=1) i1
where () the pre emphasis constant generally falls be-
tween 0.9 and 1.0 [1]. In this research we have used the
value 098,

B.2 Windowing

Windowing of speech signal invelves multiplying a

speech signal by a finite-duration window, The type of

window chosen influences the time and frequency reso-

lution. One of the most popular windows used in speech

recognition is the Hamming window defined by the

equation:

i =113 =046 -::05{:15‘.44. P 1}
=, otherwise {21

where, & is the window length [1].

[N —1)

B.3 Fourier Transform

Fourier analysis is the peneric name for & group of ma-
thematical techniques that are used for decomposing
signals into sine and cosine waves. The information is

encoded in the frequency, phase and amplitude of the
spectral components that make up the signal. Applying
the Fourier transform to a signal converts it from its
time domain representation into the frequency domain
representation.

B.3.1 Discrete Fourier Transform

Discrete Fourier Transform (DFT) computes the fre-
quency information of the equivalent time domain sig-
nal, The Short time Fourier amalysis of windowed
speech signal can produce a reasonable feature space
for recognition. The Fourier Transform for a discreet
time signal £(kT)is given by

Fim EE)'L’FT}.’_':"'I;'* {3
whichn;an be writien as

F-_'r-:if'l'.ﬂ‘,l”_:.m it
swhere .?;‘IJ.H:I;U.-T;. and =S¥ T 15 vsually

referred to as the kermef [11] of the transform.

B.3.2 Fast Fourier Transform

The direct computation of the DFT invelves N complex
multiplication and N-1 complex additions for cach val-
uz of Ffn). Since there are NV values to be determined,
then N complex multiplication and N/N-/) complex
additions will be performed. There are several algo-
rithms that can considerably reduce the number of com-
putations in a DFT. DFT implemented using such
schemes is referred 10 as Fast Fourier Transform (FET).
The FFT is computed using Split-Radix FIF'T {SRFFT)
decimation-in-frequency algorithm as it reduces the
number of computations to N 2log, ¥ complex multipli-
cation and Mog,N complex addition.

B.3.2.1 Split Radix Fourier Transform

The split-radix FFT (SRFFT) algorithm exploits the
idea of computing the DFT of even and odd numbered
points independently using both radix-2 and radix-4
decomposition in the same FFT algorithm. First. in the
radix-2 decimation-in-frequency FFT algorithm, the
even-numbered samples of the N-point DFT are given
as

-1

N2k = Z{.\'WH.\MH % ]f,'l

=t

E=0L...5-1 (5)

If we use a radix-4 decimation-in-frequency FFT algo-
rthm for the ‘odd-numbered samples of the N-poimt
DFT, we obtain the following A/4-point DFTs

Ae+) =%\Tm—.uu+}j 1-Ad+7) —1{.r!+?-}'ﬂ]|ﬁﬂ_'l’|’;l" ({ul

i
A43]= Elﬂnr ~alpr+ }f]}+,rll{n -+ ?-}f'l]pi;‘."ﬂg' (7
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B.4 Critical Band Filters [1]

It is important that human can detect a variety of infor-
mation from sound sources including components of
different frequencies. This is done by frequency selec-
tion by masking. Frequency components in & sound are
detected by a series of overlapping band-pass filter cen-
tered continuously at the frequencies throughout the
normal range of hearing. The ability to discriminate
between two simultaneously presented sounds which
contain frequencies that are very close is limited to the
width of one of these auditory band-pass filters, the
critical band, An expression for critical bandwidth is

B =254 15[1 + 147 I."J‘.i_h'_i-.l}-'llﬂ i2)

This transformation can be wsed to compute bandwidths
on a perceptual scale for filters at a given frequency on
Bark or mei scale. A critical band filter bank is simply a
bank of linear phase Finite Impulse Response (FIR)
band-pass filters that are amanged linearly along the
Bark or mef scale,

B.5 Mel Frequency Cepstrum Co-efficient

Human perception of the frequency content of sounds
does not follow a linear scale but uses a logarthmic
distribution. Mel-frequency cepstum  coefficients
(MFCCs) are based on the spectral information of a
sound, but are modeled 1o capture the perceptually rele-
vant parts of the auditory spectrum [1]. To obtain the
Mel Frequency Cepstrum coefficients (MFCCs) at first
a Fourier transformation of short speech segments inio
the frequency domain is performed. Then a computation
of the logarithm of the amplitede spectrum forces the
signal 1 be minimum phase, and finally an inverse
Fourier transform results the signal back to the time
domain and MFCCs are obtained. A set of critical band
filtets evenly spaced along the Mel scale smoothes and
averages the signal into a smaller number of coeffi-
ciems. The Computation Steps for MFCC can be sum-
marized as shown in Fig.2.2 [1].

e e |
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1
h i
MECE +—| DCTOET! Login}
Fue 3.7 The compartation stéps for converting speech signal

into a set of MFCC fearures

C. Pattern Matching

Pattern matching is the technigue in which the unknown
test pattern is compared with each of the reference pat-
terns and measure of similarity (distance) between the
test pattern and each reference pattern is computed. The
process finds the best match between the test pattern
and the reference pamemns. Several distance measure-

ment techniques are used in pattern comparison. Cne of
the most common methods used in distance measure-
ment is the Euclidean distance. The Euclidean distance
that iz defined by:

KX T szh 1) o)

where, & is the dimensionality of the vector.

I, SOFTWARE SYSTEM
IMPLEMENTATION

From earlier discussions it 18 clear that speech signal
varies for each sound dus to various reasons, it should
be analyzed on short windowed segments. The follow-
ing figure shows the sequence of computational steps
for segmentation and feature extraction. Each segment
needs Lo be grouped into a set of samples called a frame
which typically represents 16 msec (128 samples) of
speech. Then, preprocessing of the signal includes the
operations pre emphasis and windowing,
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Fiz 3.1 The operation sequence 1o contert conlinuous speech
into a set of features suitahle for recognition.

As mentioned earlier we have used MPCC as feature to
recognize command, when the feature vector is ex-
racted from the continuous speech signal, the Buclidian
distance of the feature vectors from the reference pat-
terns is computed. Then the command with the mini-
mum distance is recognized and executed. The overall
system can be depicted as the fig 3.2
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Fig. 3.2 Overall system al & glance.

A. The Segmentation Algorithm
The algorithm divides an input speech signal into a
number of segments. Here a threshold value has been
used to separate the voiced portion of the speech signal
from the continuous speech. This portion contains the
most significant speech features. On the basis of obser-
vation threshold has been set w 10 by taking the aver-
age of consecutive speech samples. Sound data is rec-
orded from the sound buffer directly and swred in a
intermediate buffer. Then it is tested whether it is a si-
lence area or not, by comparing it with the threshold
value. The algorithm simply checks whether the input
signal contains any silence or unvoiced arsa or not and
omits that if any. The voiced portion of the signal is
then stored in another buffer. This algorithm has been
used by the otheér programs for speech segmentation.
The algorithm is as follows
. Start with the input buffer comaining continuous
speech data

2 Rerconnre—butter length. tiresholide—I10

i for i4—0 W coner swath merement 1 dao

- dette) = integer value of sound data

3 end

G, for Mt lo corar with merement | ko

7 get . floge—)

i while Datali|>threshold or Datafi]= -threshold

I set flag4—I

1. increment | by |

i2. increment Kby |

13, end

14, end

15. Createa random access file & open it in append

mode

16, if k==300 /* k=300 indicates that the sound data
is 8 valid command */

17. then call mfce with the segmented data

18 for ~a— 1o 236 with inciement | do

19. Write str as bytes in the file opened
before

20. end

21. Close the file /* the file now containg the mfce

data of the command */
22, end

B. The Command Matching Algorithm
This algorithm compares the input sound command

with the ones already stored and takes decision which
sk to perform. The reference filenames containing
MFCC data
are stored in an array. The Euclidian distance of the
input command from each of the reference commands is
measured and the one with less distance is the desired
command. The algorithm is given below
1. sit— {"commandl.ta”,” command?2.ixt "," com
mand3.oxt",...} * stis the string array
containing reference file name*/
2 for m—i} to number of reference files with incre-

ment | do

3 set s 44—

4. for ra—) to 236 with increment | do

5. seyirrd—stirt datacomumand[i]-

data_reference{i])*® (data_commandfi]

&, -data referencefi]))
7. end

8. sy [f]a—Square oot of sum

i aet 0 —

10, for A—1 to gumber of reference files wiih

increment | do

11. if sum 1[i]<emin

12 then set fenrp 44—

13 ity a—=sum ! fif

14, end

15. end

16. switch femp

17. case 1: Execute command |

1%, case 2; Execute command 2

19, case 3; Execute command 3
20. end
21, end

C. Reference Samples Database

The reference datahase contains the reference patterns
in which there is a single panem for each distinct com-
mand. The reference for each pattern is the feature vec-
tor that best represent the pattern. The reference pattern
has been selected with the observation of the best ree-
ognition performance with different reference patiern
for each distinct command. As MFCC has been selected
as the feature for recognition, the refercnce database
usually contains MFCC features for each reference pat-
tern. The reference pattern is chosen out of several mi-
als, which gives the best match. for each command.

IV. GRAPHICAL ANALYSIS OF SPEECH
FEATURES

The graphical analysis of the MFCC data of various
reference and input commands is as follows (For sim-
plicity we are showing the graph of first 100 data). The
graphs show various reference parterns and their match-
ing with input commands.
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V. RESULT ANALYSIS AND DISCUSSION

As mentioned earlier the system s developed interfac-
ing a simple drawing application which can draw cir-
cles, lines & rectangles. The tebular form of the results
is shown in table 1. The experiment is performed with
thres different speakers of different apges and sex. The
result demonstrates that in this approach an accuracy of
74.44% is achieved with 3 maximum of 90%. The svs-
tem did not employ any knowledge {syntactic or seman-
tic) of linguistics. nclusion of such knowledge will
e rease the recogmition perfommance

The wnput command s = © 7 7 and graphical analysis
shows that the best maich is alsa with the reference pat-
tern of * T Thes 15 determuned 1o the svstem by
measuring the Euclidian distance of the input command
& various reference patterns. Then simply the execution
of recognized command is done as the system calls the
corresponding function essociated with the command.
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For segmentation constant thresholds have been used. If
we could use dynamic threshold for segmentation it
might produce more accurate segmentation which in
turmn will produce beiter recognition results. Future work
must be able to handle the variability in loudness, speed
and noise.

V. CONCLUSION
We have used JAVA as the programming language in



this regard as JAVA gives special robustness in inter-
facing and audio signal processing. The segmentation
for voiced signal is a very hard task and the sound pat-
tern matching appropristely is very difficult. These have
raised some unforeseen problems that have hindered
development. The research was carried out in an envi-
ronment which was pot perfectly noise free. This de-
graded the system performance. Perfect segmentation
method is an unavoidable prerequisite for the develop-
ment of a continupus speech recognition system and
speech driven application in wm. Although the devel-
oped system produces reasonable results for small vo-
cabulary ie., small pumber of commands, there may
have reduction in performance with large vocabulary.
Practically we have developed a drawing application
ready to draw shapes according to the speech command.
The level of accuracy is satisfactory. By ensuring a
noise free environment & proper segmentation of the
recorded signal it is possible to increase the accuracy of
recognition. An efficient system should be speaker-
independent. So the future researchers should employ
speakers of different ages and genders. Neural networks
and the Hidden Markov Model (HMM) may also be
employed for improved performance. Hope our effort
will help to camy out further researches on speech rec-
ognition, one-step toward ubiguitous computing & en-
courages further development in this interesting field.
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